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How AI learns and 
why bias matters

How does AI work?

Algorithmic bias

Why does bias 
matter?

Learning from data: 
AI learns by looking at 
examples and recognizing 

patterns.

Neural networks: 
Interconnected "brain 
cells" that process 
information and make 

decisions.

Training and testing: 
AI trains on a 

dataset and then is 
tested on new data.

Data bias: Occurs when 
the training data isn't 

diverse enough.

Algorithmic or model bias: When the AI model 
unintentionally favors certain groups.

Human-driven or 
societal bias: 
AI reflects 

societal biases.

Impact on decision-making: 
Biased AI might favor certain 
genders or backgrounds in 

areas like job applications.

Perpetuation of 
inequalities: Biases can 

lead to unfair decisions and 
perpetuate inequalities.

Affects various sectors: 
From facial recognition 
software to weather 

predictions.

Need for fairness: Developers 
strive for fairness by rewriting 

"spells" (algorithms).
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